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Abstract

In this paper we propose a pseudo-labeling pipeline to gen-
erate End-to-End Speech to Text Translation (E2E S2TT) data
for low-resource languages. This pipeline allows us to achieve
very promising results on S2TT task without having any parallel
speech corpora. The proposed pipeline is composed of a speech
segmentation, followed by a speech recognition system and a
machine translation system. Our study is performed on Kurdish
language which doesn’t have resources for E2E S2TT. In our
study, we firstly fine-tune and evaluate the ASR and MT sys-
tems to achieve a degree of reliability on the these components.
The pipeline is used to pseudo-label 3,200 hours of Kurdish
speech aligned with English translation. The pseudo-labeled
data is extensively evaluated with different E2E S2TT systems
such as Seq2Seq Transfomers and Whisper model. Achieving a
20.68 BLEU score on Fleurs benchmark shows the effectiveness
of the our approach and its potential for other low-resource lan-
guages. The parallel pseudo-labeled data can be retrieved from:
https://lium.univ-lemans.fr/en/ckbens2tt/
Index Terms: Speech Translation, Pseudo-labeling, S2TT,
Kurdish language

1. Introduction

Speech translation is the task of translating audio from a source
language into text or audio in a target language [1]. Devel-
oping a speech-to-text translation system requires a substan-
tial amount of translated audio in the target language. Due
to the novelty of this research area, the majority of languages
suffer from a lack of sufficient data. In [2], a language with
fewer than 1,000 hours of transcribed/translated publicly avail-
able audio is considered a low-resource language. Based on this
definition, only a dozen languages out of approximately 7,000
can be considered high-resource languages. In the most recent
multilingual speech translation system developed by the Seam-
less group at Meta, only 16 languages are categorized as high-
resource languages [2].

Pseudo-labeling is a common approach to address the prob-
lem of data scarcity in speech translation. In the context of
speech translation, pseudo-labeling refers to the automated pro-
cess of translating transcribed speech or simultaneous transcrip-
tion and translation of speech. Pseudo-labeling speech trans-
lation data is valuable not only for low-resource languages
but also for high-resource languages [2], as the majority of
available transcribed data, which is collected or designed for
speech recognition, is insufficient to capture the linguistic con-
tent diversity required for speech translation. While the auto-
matic generation of translated audio from high-resource to low-
resource languages is more feasible, the lack of robust speech
recognition systems makes the inverse direction more challeng-

ing. In this paper, we propose a comprehensive pipeline for
pseudo-labeling speech-to-text translation data for low-resource
languages. The proposed pseudo-labeling pipeline consists of
three main components: speech segmentation, speech recogni-
tion, and text translation. Our goal is to optimize all of these
components to generate reliable translated speech for end-to-
end speech translation. We demonstrate how to use a limited
amount of speech recognition and machine translation data to
scale up speech translation data for low-resource languages.

Our experiments focus on Central Kurdish (CKB) to En-
glish speech-to-text translation. The Kurdish language, with
more than 35 million speakers across different dialects, suffers
severely from a lack of resources [3]. To the best of our knowl-
edge, the only speech translation dataset that includes this lan-
guage is the Fleurs benchmark [4], which is primarily used for
the evaluation of ASR and S2TT systems. In this paper, we first
collected more than 4,000 hours of clean Kurdish speech from
publicly available audiobooks. The Seamless v2 large model
was fine-tuned using available Kurdish ASR data. Additionally,
we introduce a new machine translation dataset in this paper,
comprising 222k pairs of CKB—EN sentences collected from
various sources. This dataset was used to fine-tune NLLB 1.3B
machine translation for the Kurdish language. Using a speech
segmentation module along with the fine-tuned ASR and MT
systems, we performed pseudo-labeling on the raw audio. For
the output of three components in the pipeline (i.e. Segmenta-
tion, ASR, and MT) independent or joint filtering criteria are
applied to exclude low-quality samples. Finally the pseudo-
labeled data is used in training several E2E-S2TT models. The
main contributions of this research are:.

 Collecting a large-scale clean audio dataset from audiobooks
for the Central Kurdish language.

* Introducing a fairly-large scale MT dataset fro Central Kur-
dish.

* Improvement the SOTA ASR and MT for Central Kurdish.

¢ Pseudo-labeling and evaluation of 3200 hours of Kurdish raw
audio leveraging the trained ASR and MT for E2E S2TT.

2. Previous works

Recent initiatives to develop speech translation datasets
for high-resource languages have been substantial. Aug-
LibriSpeech, a French-translated version of the LibriSpeech
corpus, comprising 236-hours EN—FR S2TT [5]. The largest
publicly available speech translation dataset, CoVoST 2, pro-
vides bidirectional S2TT translations, covering English to 15
languages and 21 languages to English [6, 7]. VoxPopuli is a
multilingual speech translation corpus, primarily sourced from
European Parliament event recordings, featuring 15 European



languages [8]. So far, three speech translation datasets have
been derived from TED Talks. Among them, the MUST-C
dataset offers English to 14 languages speech translation [9, 10],
while TEDx contains translations from English to 7 languages
[11]. Indic-TEDST, another TED-derived dataset, includes
translations from English into 9 Indian languages [12]. The case
study of the current research is Kurdish which is a low-resource
language. The only dataset that incorporates Kurdish is Fleurs,
a multilingual S2ST and S2TT corpus covering 101 languages,
with 13 hours of X—CKB and CKB— X data [4].

The reviewed datasets show a limited number of languages,
and in most cases, the parallel data belongs to high-resource
languages. Therefore, pseudo-labeling data is a rapid and ef-
ficient way to expedite the development of speech translation
systems. In the Seamless project [2], the most comprehensive
speech translation project in terms of the number of languages,
pseudo-labeling is done from English to 100 languages, while
the inverse direction, from other languages to English, is lim-
ited to a very small number of high-resource languages. In
[13], pseudo-labeling is investigated for joint speech transcrip-
tion and speech translation. The included translation languages
are English to German and Chinese. In [14], a pseudo-labeling
pipeline is used to generate parallel data for S2TT translation.
By adding speech synthesis, the pipeline is extended to S2ST. In
a similar study, [15] used a cascade pseudo-labeling approach to
generate data. In the major part of reviewed works the pseudo-
labeling is done on high-resource languages, while in the cur-
rent paper we focus on a low-resource case.

3. Pseudo-labeling pipeline

The proposed low-resource pseudo-labeling data generation
pipeline (see Figure 1) is composed of three main components:
a speech segmentation, a speech recognition and a machine
translation system. In this pipeline we have three inputs: raw
audio, small set human-annotated ASR dataset and a parallel
text corpus. The output of this pipeline is a large-scale speech
to text translation data compose of a triplet (S, Ts, T3), where
Ss, Ts, and T} represent the source language speech, source
language text, and target language text, that will be used in E2E
S2TT. In out case S, and T are in Central Kurdish and the T}
is English translation.
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Figure 1: The pseudo-labeling pipeline for low-resource speech
translation

To have a consistent text normalization across all parts of
the pipeline, the same normalization is applied on the Kurdish
text which includes applying Unicode correction, punctuation
standardization, and number unification [16].

3.1. Speech segmentation

The first component is speech segmentation. Existing speech
segmentation systems can be categorized into VAD-based and
DNN-based models. Pre-trained speech segmentation DNNs
are highly language-dependent [17]. For clean raw audio, we
observed that VAD-based segmenters perform better. We im-
plemented an energy-based VAD, where a speech signal is seg-
mented if more than 30 consecutive frames are silent. Each
frame is 10 ms long. To ensure consistent silence at the begin-
ning and end of each segment, we maintain 15 frames of silence
at both points.

3.2. Speech Recognition

The second component of the pipeline is speech recognition for
which we use Seamless v2 large model. Seamless is a set of
complex models for T2TT, S2TT, S2SS, and ASR. We use the
ASR component, which consists of a Wav2Vec-BERT speech
encoder and an NLLB-200 decoder. The model is jointly opti-
mized for ASR and S2TT tasks [1, 2]. We fine-tune the Seam-
less model using Mel-filter bank (bins = 80) features over 10
epochs, with a batch size of 16 and a learning rate of 1e-4.

3.3. Machine Translation

In order to achieve a reliable MT system in our pipeline, we
fine-tune NLLB 1.3B with a new collection of parallel data. The
NLLB 1.3B contains 200 languages including Central Kurdish
[18]. Our goal is to improve the performance of the MT trans-
lation system using available parallel text data. The NLLB is
fine-tuned with a Adam optimizer, a learning rate equal to 1-e4
and weight decay equal to 1-e3 in 500k steps.

3.4. E2E S2TT system
3.4.1. S2TT Transfomer

The first E2E S2TT used to evaluate the pseudo-labeled S2TT
data is speech translation transformer which includes 12 en-
coder and 6 decoder layers [19, 20]. We are using three Seq2Seq
transformers: Small Transformer, Medium Transformer and
Large Transformer. The size of Fully connected (FC) layers
and the key (K), value (V), and query (Q) projection dimen-
sions within the attention mechanism are as follows. In the
Small Transformer the FC size is 2048, while the K, V, and
Q projection sizes are set to 256. In Medium Transformer FC
layer retains a hidden dimension of 2048, but the K, V, and Q
projections are increased to 512. In the Large Transformer a FC
of 4096, with K, V, and Q projections set to 1024 are used. The
models are trained from scratch with Adam optimizer, Ir 2e-3,
in 25 epochs. .

3.4.2. Whisper Large V3

Whisper is a transformer-based Seq2Seq model trained on
680,000 hours of labeled speech data, encompassing tasks such
as ASR, S2TT, VAD, and Speaker Recognition (SR) [21].
Whisper supports more than 80 languages for ASR and S2TT;
however, the Kurdish language is not currently supported. Our
motivation for using Whisper is twofold: First, given its promis-
ing results with low-resource languages [22], we plan to fine-
tune it using a portion of pseudo-labeled data. Second, we
aim to leverage the potential of this multilingual system to en-
hance generalizability to out-of-domain data, such as proper
names. We are fine-tuning the Whisper v3 large model using



the AdamW optimizer with a learning rate of le-5, a batch size
of 16, in 10 epochs.

4. Data and resources
4.1. Raw audio

The main source of our raw data is freely available audiobooks
on the web. We collected 1026 audiobooks covering several
topics. The size of collected raw audio is 4,300h. After filtering
the poetry, dialectical speech and local folk tales, 884 audio-
books in 11 main categories remained which are described in
Table 1.

Table 1: Topics of audiobooks used as raw audio

Topic Number
Short stories 90
Novel 204
Language and critical theory 45
Politics 75
Children 20
Religion 81
History 85
Auto/biography 89
Miscellaneous 56
Feminism 25
Philosophy, Psychology, Sociology 114
Total 884

4.2. Transcribed audio

The human-annotated ASR data, comes from two sources. The
primary source is Common Voice 18 ! which includes 117,000
validated samples. Additionally, we utilized the training portion
of Asosoft v1 [23], which comprises 42,500 samples recorded
from 700 sentences designed to reflect the distribution of Kur-
dish di-phones (i.e., pairs of consecutive phonemes). While the
dataset contains a substantial number of recordings, its linguis-
tic diversity is limited, with only 19,100 unique short sentences
(Table 2).

Table 2: Human annotated speech recognition data

to the Kurdish translations of the Stanford Encyclopedia of Phi-
losophy 2. KUTED is the Kurdish version Ted corpus °.

Table 3: Parallel text corpus used to fine-tune the MT system

Part Samples Unique Sents Hours
Common Voice 18 117k 18.4k 134
Asosoft corpus v1 [23] 42.5k 700 43
Total 163.5k 19.1k 177

4.3. Machine translation data

The third dataset used in the proposed pipeline is parallel
En—CKB dataset. The list of different sources of MT data is
shown in Table 3. A major part of this data was collected dur-
ing this research. The “Certified Translators” category includes
translations provided by certified translators covering various
domains. About 16k sentence pairs were collected from books
provided by the writers or publishers. ”Stanford Plato” refers

'https://commonvoice.mozilla.org/en/datasets

Part Pairs EN tokens CKB tokens
Certified translators 107.5k 1.52m 1.50m
KUTED 91.08k 1.65m 1.40m
Scentific books 4.34k 97.80k 88.65k
Biography books 544k 95.70k 86.81k
Politics books 6.30k 112.38k 105.41k
Stanford Plato 2.53k 58.84k 54.69k
COVID Initiative [24] 3.07k 70.34k 66.00k
Miscellaneous 2.90k 82,21k 78,54k
All 222,16k 3,69m 3,38m

5. Pseudo-labeled data generation

Several factors can contribute to low-quality pseudo-labeled
samples, such as noisy audio, background music, or distorted
speech form ASR, and translation errors from MT module. For
a given triplet (S, T, T:), where S, T, and T} represent the
source speech, source text, and target text, respectively, a series
of filtering steps are applied to ensure data quality. To remove
unwanted samples, we apply the following filtering criteria:

 Partial Transcription: Some utterances may be partially
transcribed. To identify such cases, we remove samples
where the Words Per Minute (WPM) metric of T falls out-
side the range of (90, 200). This threshold is chosen based on
the fact that the average number of clearly pronounced WPM
typically ranges from (117, 239) [25]. A flexible margin is
applied to retain a larger number of valid utterances.

« Short Utterances: If S; is shorter than 1 second or 7 con-
tains fewer than 3 space separated tokens, the sample is dis-
carded.

¢ Long Utterances: If Ss exceeds 30 seconds in duration or
T contains more than 50 tokens, the sample is removed.

* ASR Confidence: The quality of 7, is assessed using
ASR confidence. The confidence score is computed as:
L SN | max; Softmax (logits; ;) where IV is the number of
tokens in 7%, and Softmax (logits; ].) represents the probabil-
ity assigned to token j at position ¢. Samples with a confi-
dence score below 0.9 are discarded.

* ASR and MT Prediction Loops: In some cases the ASR
or MT produce a repetitive meaningless output. If T or T
contains n-grams (n = 1,2, 3) with more than two consecu-
tive repetitions, the sample is discarded. This helps filter out
low-quality audio, particularly cases of language switching
or dialectical speech. Also it filters some prediction errors of
MT system.

¢ Length Ratio: The ratio between the lengths of 75 and T;
must satisfy: 0.5 < Length(7%)/Length(7;) < 1.5. Sam-
ples outside this range are discarded.

* Proper Names: If the proportion of proper names in 7% ex-
ceeds 50%, the sample is removed using NLTK toolkit.

2https://zanistname.com/
3https://lium.univ-lemans.fr/en/kuted/



The statistics of the pseudo-labeled data is presented in Ta-
ble 4. The volume of the filtered pseudo-labels data is 1,71m
files, comprising 3,231 hours of audio, with 22,66 million
aligned English tokens.

Table 4: Pseudo-labled data for E2E S2TT from Central Kur-
dish to English

Part Samples Length CKB tokens EN tokens
E2E S2TT 1.71m 3,231h  21.58m 22.66m
6. Results

6.1. ASR results

We evaluated the ASR model on two test sets: Asosoft and
Fleurs. The Asosoft test set consists of 800 utterances from
eight speakers, recorded in a controlled environment [23].
Fleurs is an extended version of the Flores benchmark for ASR
and S2TT translation. The Kurdish test set of Fleurs includes
921 sentences totaling three hours of audio. Table 5 presents the
ASR model results. The first row displays the Seamless base-
line (before fine-tuning), which includes Kurdish. The baseline
yields a Word Error Rate (WER) of 24.04 on the Asosoft test
set and 38.33 on the Fleurs test set. After fine-tuning the model
with our human-annotated dataset, we achieved a WER of 8.18
on the Asosoft test set and 20.31 on the Fleurs test set. Notably,
compared to previous studies [23, 26], our model achieves a
significant SOTA performance improvement for Kurdish ASR.

Table 5: ASR Results (WER)

- Seamless baseline  Best reported  Ours

Asosoft test  24.04 11.80 8.18
Fleurs test 38.33 - 20.31

6.2. MT results

The results given by NLLB 1.3B baseline and the fine-tuned
system on Flores benchmark are presented in Table 6. The
NLLB base gives a BLEU equal to 10.4 for En—CKB direc-
tion and 35.34 BLEU fo the inverse direction. Our fine-tuned
model using the dataset introduced in Table 3 shows signifi-
cant improvement giving 17.12 BLEU for ENG—CKB direc-
tion while for the CKB—EN direction obtaining a 36.24 BLEU
score, we achieved a marginal improvement. We compared the
results obtained by our system to Google*, however it pass the
Google system for En—CKB direction significantly, the results
for CKB—Eng are very close.

6.3. E2E S2TT

The pseudo-labeled data generated using the described pipeline
is used in E2E S2TT. We firstly train three E2E transform-
ers(described in Section 3.4). In all cases, we used a Senten-
cePiece unigram tokenizer with a vocabulary size of 10k. The

“https://translate.google.com/

Table 6: MT Results (BLEU/ChrF++) on Flores benchmark
[27]

- Google NLLB Base Ours

Flores en-ckb  13.59 10.40/45.10  17.12/49.62
Flores ckb-en  36.84 35.34/58.21  36.24/58.35

tokenizer is trained using the pseudo-labeled data generated by
the machine translation system. The Small model achieves a
BLEU score of 18.45 on the Fleurs test set, while the Large
Transformer model achieves a BLEU score of 20.68. The last
column of Table 7, belong to models that are firstly trained on
the pseudo-labeled data, then fine-tuned using the train part of
Fleurs dataset. The fine-tuning set includes 3,040 samples [4].
In all cases, this adaptation improves the system performance,
with the Large Transformer model achieving a BLEU score of
21.97.

In another experiment, the Whisper v3 Large model is
fine-tuned. We used 200k randomly chosen samples from the
pseudo-labeled data to fine-tune this model. With this portion
of the training data, we obtained the same results as the Large
Transformer model trained from scratch using the entire gener-
ated dataset. Then we performed a second fine-tuning step using
the training portion of the Fleurs dataset on the Whisper model,
which had already been fine-tuned with the pseudo-labeled data.
This resulted in a BLEU score of 21.19. In the last experiment,
we used all the pseudo-labeled data to fine-tune Whisper V3
model but we didn’t observed more improvement in compari-
son to using 200K samples.

Table 7: E2E S2TT results obtained by Transformers trained
from scratch and fine-tuned Whisper (BLEU/ChrF++)

Model Pseudo-label  Fleurs-Finetune
Transformer Small 18.45/44.16 19.83/45.88
Transformer Medium  19.50/46.51 20.12/46.93
Transformer Large 20.42/46.85 21.97/48,07
Whisper V3 Large 20.68/46.54 21.19/48.09

7. Conclusion

In this paper we proposed a pseudo-labeling pipeline for speech
translation in low-resource languages. The main idea was the
development an E2E S2TT system using limited ASR and MT
resources. Our research was focused on Central Kurdish that
is a low-resource language with minimal speech translation re-
sources. Our obtained results are competitive to the average
results given by SOTA speech translation models [1] which
shows that our proposed approach can be used to expand the
speech translation technology for many low-resource languages
that already have a degree of resources for ASR and MT tasks.
Future improvements could include replacing the VAD-based
segmenter with a sentence boundary segmentation module to
enhance data quality. Integrating a language model that help to
revive from the ASR errors can be another possible direction of
research.
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